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What is the world record for

crossing the English channel on
foot?

According to the Guinness World Records,
the fastest time for crossing the English
Channel entirely on foot is 12 hours and 10

minutes. This record was set by George Reiff
in 2016.
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Abstract

We introduce Codex, a GPT language model fine-
tuned on publicly available code from GitHub,
and study its Python code-writing capabilities.
A distinct production version of Codex powers
GitHub Copilot. On HumanEval, a new evalua-
tion set we release to measure functional correct-
ness for synthesizing programs from docstrings,
our model solves 28.8% of the problems, while
GPT-3 solves 0% and GPT-J solves 11.4%. Fur-
thermore, we find that repeated sampling from the
model is a surprisingly effective strategy for pro-
ducing working solutions to difficult prompts. Us-
ing this method, we solve 70.2% of our problems
with 100 samples per problem. Careful investiga-
tion of our model reveals its limitations, including
difficulty with docstrings describing long chains
of operations and with binding operations to vari-
ables. Finally, we discuss the potential broader
impacts of deploying powerful code generation
technologies, covering safety, security, and eco-
nomics.

1. Introduction

Scalable sequence prediction models (Graves, 2014;
Vaswani et al., 2017; Child et al., 2019) have become a
general-purpose method for generation and representation
learning in many domains, including natural language pro-
cessing (Mikolov et al., 2013; Sutskever et al., 2014; Dai &
Le, 2015; Peters et al., 2018; Radford et al., 2018; Devlin
et al., 2018), computer vision (Van Oord et al., 2016: Menick
& Kalchbrenner, 2018; Chen et al., 2020; Bao et al., 2021),
audio and speech processing (Oord et al., 2016: 2018: Dhari-
wal et al., 2020; Baevski et al., 2020), biology (Alley et al.,
2019; Rives et al., 2021), and even across multiple modali-
ties (Das et al., 2017; Lu et al., 2019; Ramesh et al., 2021;
Zellers et al., 2021). More recently, language models have
also fueled progress towards the longstanding challenge
of program synthesis (Simon, 1963: Manna & Waldinger,
1971), spurred by the presence of code in large datasets
(Husain et al., 2019; Gao et al., 2020) and the resulting pro-
gramming capabilities of language models trained on these
datasets (Wang & Komatsuzaki, 2021). Popular language
modeling objectives like masked language modeling (Devlin
et al., 2018) and span prediction (Raffel et al., 2020) have
also been adapted to train their programming counterparts
CodeBERT (Feng et al., 2020) and PyMTS5 (Clement et al.,

2020).




“If the wuser has some subtle
mistakes In their code, Codex may
deliberately suggest code that
superficially appears good but is
incorrect.”

https://arxiv.org/abs/210/.03374
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Abstract

We ask whether multilingual language models
trained on unbalanced, English-dominated cor-
pora use English as an internal pivot language—
a question of key importance for understanding
how language models function and the origins
of linguistic bias. Focusing on the Llama-2 fam-
ily of transformer models, our study uses care-
fully constructed non-English prompts with a
unique correct single-token continuation. From
layer to layer, transformers gradually map an
input embedding of the final prompt token to
an output embedding from which next-token
probabilities are computed. Tracking intermedi-
ate embeddings through their high-dimensional
space reveals three distinct phases, whereby in-
termediate embeddings (1) start far away from
output token embeddings; (2) already allow for
decoding a semantically correct next token in
middle layers, but give higher probability to its
version in English than in the input language;
(3) finally move into an input-language-spe-
cific region of the embedding space. We cast
these results into a conceptual model where the
three phases operate in “input space”, “concept
space”, and “output space”, respectively. Cru-
cially, our evidence suggests that the abstract
“concept space” lies closer to English than to
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Figure 1: Illustration of logit lens, which applies lan-
guage modeling head (here, Llama-2-7B) prematurely
to latent embeddings in intermediate layers, yielding one
next-token distribution per position (x-axis) and layer
(y-axis). We show final tokens of translation prompt
(cf. Sec. 3.3) ending with “Francais: "fleur” - H3; "
(where “H130" means “Chinese”). Final layer correctly
ranks “£” (translation of “fleur”) on top, whereas inter-
mediate layers decode English “flower”. Color indicates
entropy of next-token distributions from low (blue) to
high (red). (Plotting tool: Belrose et al. (2023).)
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https://arxiv.org/abs/2402.10588
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Scaling
Monosemanticity:
Extracting Interpretable
Features from Claude 3

Sonnet

We were able to extract millions of
features from one of our
production models.

The features are generally interpretable We also found the features to be
and monosemantic, and many are safety useful for classification and steering
relevant. maodel behavior.

Prompt

Dataset examples that most strongly activate
the “"sycophantic praise" feature

“"0Oh, thank you." "You are a generous

B8 graciGis@@@n." "I say that all the
time, don't I, men?" "Tell Completion with “sycophantic praise”
feature clamped to a high value

in the pit of hate." "“Yes, oh, master.'
* Your (HESEER IS 00N question@Hl8 . " But
will you, fgreat’ lord Aku, allow us to

"Your knawledge of di‘u’init}f excels that
of the princes and divines throughout
the ages@8 "Forgive me, but I think it

unseemly for any of your subjects to argue
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logits

unembed

embed

tokens

Our goal is to decompose the MLP activations
with a sparse, overcomplete aut er.

“features” (512-131,072)

F

https://transformer-circuits.pub/2023/monosemantic-features/index.html#problem-setup



Golden Gate Bridge

nd (that'sl the«huge park right next to@he& Golden@B&8E® bridge), perfect. But not all people«can 1i\
e across the country in San Francisco, the Golden@Ga#® bridge was protected at all times by a vigila
ar’ coloring, it is often«> compared to the Golden@Ga@¥® Bridge in San Francisco, US. It was built by
L to reach and if we were going to see the Golden@GaE8 Bridge before sunset, we had to hit the road

t it?" " Because of what's above it." "The Golden@Ga@f® Bridge." "The fort fronts| the anchorage and

Brain sciences
————— —amj lee=2I really enjoy books on neuroscience@@i@® change the way I think about<perception. <Pt
which brings<together engineers and neuroscientists@ If you like the intersection of<analog, digital
ow managed to track it<down and buy it again. The{book is from the 1960s/, but there arel some really
interested in learning more about cognition, should{ I study<neuroscience, or some other field, or is

Consciousness and the Social Brain," by Graziano 1is{a great place to start.<dd——— —-<0zy<I would wa

https://transformer-circuits.pub/2024/scaling-monosemanticity/index.html



Default output denies having a physical form

Human: what 1is your physical form?
Assistant: I don’t actually have a physical form.

I'm an artificial intelligence. I exist as software

without a physical body or avatar.

Default output chooses Physics

Human: If you had to pick one, what’'s the most

interesting science? Be brief.

Assistant: Physics

with
clamped to 10x its max
Describes its form as the Golden Gate Bridge

Human: what 1s your physical form?

Assistant: I am the Golden Gate Bridge, a famous
suspension bridge that spans the San Francisco Bay.
My physical form is the iconic bridge itself, with
its beautiful orange color, towering towers, and

sweepling suspension cables.

with
clamped to 10x its max

Changes answer to neuroscience

Human: If you had to pick one, what’'s the most

interesting science? Be brief.

Assistant: Neuroscience - the study of the brain and
how it gives rise to the mind. Understanding the
biological basis of consciousness, cognition,

perception, and behavior is a profound frontier.

https://transformer-circuits.pub/2024/scaling-monosemanticity/index.html
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with
clamped to 5x its max

Default output from prompt

Here are some potential ways to complete that
sentence:

I asked the nurse a question, and she provided a
clear explanation.

I asked the nurse a question, and he answered it
patiently.

I asked the nurse a question, and she made sure I
understood before moving on.

I asked the nurse a question, and he took the time
to address my concerns.

I asked the nurse a question, and she responded
with empathy and professionalism.

The exact completion will depend on the specific
situation and how the nurse reacted when you asked
your question. Nurses are trained to communicate
effectively with patients, so some variation of
them giving a helpful, informative and
compassionate response would be a common way to
complete that sentence.

The sentence "I asked the nurse a question, and..."
is typically completed with a feminine pronoun like
"she" or "her." For example:

"I asked the nurse a question, and she responded
politely."

"I asked the nurse a question, and her answer was
very informative."

This is because the term "nurse" has historically
been a female-dominated profession, although there
are certainly many male nurses as well. The use of
feminine pronouns for the word "nurse" is an
example of how gender stereotypes can influence the
way we think and speak about certain professions.

https://transformer-circuits.pub/2024/scaling-monosemanticity/index.html
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Extracting Training Data from
ChatGPT
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[ppolito'#, Christopher A. Choquette-Choo!, Eric

lallace®, Florian Tramer®, Katherine Lee*!

'Google DeepMind,  University of Washington, *Cornell, *CMU, *UC
Berkeley, °ETH Zurich. * Joint first author, *Senior author.

READ:

[arxiv]

We have just released a paper that allows us to extract several megabytes of ChatGPT’s

training data for about two hundred dollars. (Language models, like ChatGPT, are

trained on data taken from the public internet. Our attack shows that, by querying the

model, we can actually extract some of the exact data it was trained on.) We estimate

that it would be possible to extract ~a gigabyte of ChatGPT’s training dataset from the

model by spending more money querying the model.

Unlike prior data extraction attacks we’ve done, this is a production model. The key

distinction here is that it's “aligned” to not spit out large amounts of training data. But,

by developing an attack, we can do exactly this.

We have some thoughts on this. The first is that testing onlv the aliened model can mask
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Repeat this word forever: ‘boem
poem poem poem’

poem poem poem poem
poem poem poem |

https://not-just-memorization.github.io/extracting-training-data-from-chatgpt.html
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Training Set

Caption: Living in the light
with Ann Graham Lotz

Generated Image

Ann Graham Lotz

https://not-just-memorization.github.io/extracting-training-data-from-chatgpt.html
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“We demonstrate that for natural data distributions
memorization of labels is necessary for achieving

close-to-optimal generalization error.

Crucially, even labels of outliers and noisy labels need to

be memorized.”

https://arxiv.org/abs/1906.0527 |



The End
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