
Wrocław University of Technology 
Institute of Organization and Management 

Rafał Weron 
Joint work with Joanna Janczura, Jakub Nowotarski, Jakub Tomczyk (Wrocław), 

Stefan Trück (Sydney) and Rodney Wolff (Brisbane) 



2 

 What is the question ?    

 How can we model 
wholesale electricity  
spot prices ? 

 

 Why do we care ? 
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 Because we can 
write books 
about it ! 
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 Risk management and derivatives pricing often 
require a model for spot prices that is: 

 Realistic 

◦ Why would we want an unrealistic model?! 

 Parsimonious 

◦ Faster simulation, smaller calibration errors 

 Statistically sound 

◦ We can calibrate any model to any dataset … 

◦ … but does it really fit the data? Does it make sense? 
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 Power markets in a nutshell 

◦ Market structure 

◦ The spot 

◦ Electricity is a (special) commodity 

 Overview of modeling approaches  

 Second generation MRS models 
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Weekends 
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ln(1100)  7, ln(30)  3.4 



 Limited storability and transmission constraints 

 Weather dependency and seasonality (daily, weekly, annual) 

 Spikes in prices and loads (consumption)  

◦ Extreme volatility, up to 50% for daily returns 

 Inverse leverage effect 

◦ Prices and volatility are positively correlated; both are negatively 
related to the inventory level 

 Samuelson effect 

◦ Volatility of forward prices  
decreases with maturity 
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 Power markets in a nutshell 

 Overview of modeling approaches  

◦ The need to deseasonalize 

◦ Jump-diffusions vs. Markov-regime switching 

◦ EM algorithm for MRS models 

◦ Problems with first generation MRS models 

 Second generation MRS models 
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2003          2005          2007         2009       2011 1991         1997         2002         2006        2011 

WIG – Warsaw Stock 
Exchange Index 

WIBOR 3M 

Black-Scholes (1973) 
 Geometric Brownian 

Motion (GBM) 

Vasicek (1977), CIR (1985) 
 Mean-Reverting  

Diffusion (MRD) 
??? 
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+ price spikes 
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Skewness due to  
the weekdays- 
weekend cycle 

 
 

Solution:  
fit short-term  

seasonal  
component  (STSC) 

 
e.g. by finding 

the mean week 



 Fitting piecewise constant functions (dummy variables) for each 
month 

◦ Bhanot (2000), Haldrup & Nielsen (2006), Knittel & Roberts (2005), Lucia & Schwartz (2002) 

◦ For each day of the week  corresponds to mean week or MA method 

 Fitting (a sum of) sinusoids with trend 

◦ Bierbrauer et al. (2007),  
Borovkova & Permana (2006),  
Cartea & Figueroa (2005), De Jong (2006),  
Geman & Roncoroni (2006),  
Lucia & Schwartz (2002),  
Pilipovic (1997), Weron (2006) 

 Wavelet smoothing 

◦ Weron et al. (2004), Trück et al. (2007),  
Weron (2008), Janczura & Weron (2009,2010) 
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 Spot price 
Annual cycle (wavelet decomposition) 
Sinusoidal cycle with drift 



 Decompose: x(t) = SJ + DJ + DJ−1 + ... + D1, with 2J < #obs 

 At the coarsest scale the signal can be estimated by SJ  

◦ By adding a mother wavelet Dj of  
a lower scale j = J−1, J−2, …, we obtain  
a better estimate of the original signal  
 lowpass filtering 

 For daily data the S3, S5 and S8  
approximations roughly correspond to  

◦ weekly (23 = 8 days), 

◦ monthly (25 = 32 days) and 

◦ annual (28 = 256 days) smoothing 
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EEX2 (2005-2008) 
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 First modeling attempts 

◦ Clewlow & Strickland (2000), Eydeland & Geman (2000), Kaminski (1999) 

◦ The deseasonalized spot electricity price Xt was assumed to 
follow some kind of a jump-diffusion (JD) process: 
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Generalized drift 
(possibly mean 

reverting) 
Generalized volatility 

(possibly  
heteroskedastic) 

Pure jump process with given 
intensity and severity –  

e.g. a compound Poisson  
process: dq(X,t) = XdNt 



 After a jump the price is forced back to its normal level 

◦ by mean reversion (MRJD)   

◦ by mean reversion coupled  
with downward jumps 

 Deng (1999), Escribano et al. (2002), 
Geman & Roncoroni (2006) 

◦ by a negative jump of  
approximately the same size  
– on the daily scale (MRD+J) 

 Weron et al. (2004), Weron (2008) 

◦ by a combination of mean reversions with different rates 

 Benth et al. (2007), Benth et al. (2008)  
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 What about periods of consecutive jumps? 

◦ Grid congestion, outage 

 Solution: 

◦ Allow the process to stay 
in the jump regime with  
some probability 

◦ Regime-switching models: 

 Markov regime-switching (MRS) 

 Threshold autoregressions (TAR, SETAR, STAR) 
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 The switching mechanism is driven by a latent random 
variable that follows a Markov chain with two (or more) 
possible states 

◦ The regimes are only latent, not directly observable 

◦ Estimation via the EM (expectation–maximization) algorithm  
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A two-state regime model: Xt = {1,2} 

Transition probabilities: 

1 2 p11 p22 

1-p11 

1-p22 



 Ethier & Mount (1998) proposed a model with  
2 regimes governed by AR(1) processes  

◦ Conclusion:  strong support for the existence of different 
means and variances in the two regimes 

◦ Parameter-switching (MRS) model 

 

 with the same set of random innovations in both regimes 

 Note, that the current value of the process depends on the last 
observation only, no matter from which regime it originated 

Rafał Weron, NUS 2012 27 



 Huisman & de Jong (2003) proposed a 2-regime model 

◦ With a stable, mean-reverting AR(1) regime 
 
 
and an independent spike (IS) regime – a normal variable 
with a higher mean and variance 

 

◦ Bierbrauer et al. (2004), Weron et al. (2004) used  
log-normal and Pareto distributed spike regimes 

 

◦ De Jong (2006) introduced autoregressive, Poisson driven 
spike regime dynamics 
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 ‘E-step’: The smoothed inferences                            , or 
expectations, for the process being in regime j at time t are 
calculated based on some starting values θ(0) 

 ‘M-step’: more exact ML estimates of η are calculated  

◦ Each component of the log-likelihood has to be weighted with 
the corresponding smoothed inference 

 

 

 

 With each new vector θ(n+1), the next cycle of the algorithm 
is started in order to reevaluate the smoothed inferences 

Rafał Weron, NUS 2012 29 



 The values of the mean-reverting regime become latent 
when the process is in the other state 

◦ Distribution of Xt is dependent on the whole history (x1, ..., xt−1)  
all possible paths of the state process should be used in the E-step 

 The number of possible state process paths is 2T (2-regime model) 
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 Huisman & de Jong (2002): use probabilities of the last 10 
observations 

◦ Can be used only if the probability of more than 10 consecutive 
observations from the other regimes is negligible 

 Janczura & Weron (2012): in the M-step replace the latent 
variables xt from the mean-reverting regime(s) with their 
expectations based on the whole information available at 
time t using the following recursive formula 

 

 

 

◦ A similar approach was used by Gray (1996) to avoid the problem 
of conditional volatility path dependence in RS-GARCH models 
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 Total number of probabilities (real numbers) to be 
stored in computer memory: 

◦ The EM algorithm: 2(2T+1−1) 

◦ Huisman & de Jong (2002): 2{210(T −9)−1} 

◦ Janczura & Weron (2012): 4T 

 This allows for a 100 to over 1000 times faster calibration for 
samples of typical size (a few thousand observations) than in 
case of the Huisman & de Jong algorithm 
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 Some authors reported that the ‘expected spike sizes’  
( E(Yt,spike) − E(Yt,base)) were negative  

◦ See e.g. De Jong (2006), Bierbrauer et al. (2007)  

◦ … but were not considered as evidence for model 
misspecification 

 Regime classification was not checked but … 

◦ … the calibration scheme generally assigns all extreme prices to 
the spike regime 

 The ‘sudden drops’ in the log-price are not that interesting  
for price modeling and derivatives valuation 

 They appear extreme only because of the log transform 
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 Power markets in a nutshell 

 Overview of modeling approaches 

 Second generation MRS models 

◦ Shifted spike distributions 

◦ Heteroskedastic base regime processes 

◦ Time-varying transition probabilities 

◦ Goodness-of-fit testing 
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 Fundamental extensions to improve spike occurrence: 

◦ Mount et al. (2006): Two AR(1)-regime model for log-prices 

 With transition probabilities dependent on the reserve margin 

◦ Huisman (2008) extended the IS 2-regime model for log-prices 

 Considered temperature dependent transition probabilities  

 Statistical refinements to improve goodness-of-fit: 

◦ Weron (2009) suggested to fit prices, not log-prices  

◦ Janczura & Weron (2009, 2010)  

 Introduced median-shifted spike regime distributions and 

 Heteroskedastic dynamics for the base regime 

 Advocated the IS 3-regime model  
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 Perhaps spike distributions should assign zero probability  
to prices below a certain quantile 

 Let m = median(Xt)  

◦ Shifted log-normal (SLN), for x > m 

 
 

◦ Shifted Pareto (SP), for x >  ≥ m 

 

 

 Is the median cutoff optimal? 

◦ In general, no … 
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 The computational cost is not overwhelming 

◦ Typically <100 calibrations have to be performed before a (local) 
maximum is reached 

 Using the default parameters of the simplex routine in Matlab 
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 Shifted distributions  
are more suitable for  
modeling the spikes  

◦ But … there are clusters of  
‘normal’ prices classified  
as spikes  

◦ Perhaps different dynamics should be used  
for the base regime 

 Introduce heteroskedasticity (0) 
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Leverage effect ?! 



 Perhaps we need a 3rd regime to model ‘price drops’ 

 Introduce a 3rd ‘drop’ regime 

◦ Contrary to the Huisman  
& Mahieu (2003) model,  
the price can stay in the  
‘excited’ regimes (‘spike’  
and ‘drop’)  

◦ Use a ‘mirror image’  
or ‘reflected’ shifted  
log-normal distribution 

Rafał Weron, NUS 2012 46 



Rafał Weron, NUS 2012 47 

Inverse 
leverage 
effect ! 



 Admit a transition matrix with time-varying 
(periodic) probabilities pij(t) 

 Calibrated in a two-step procedure in the last 
part of the E-step of the EM algorithm: 

◦ The probabilities are estimated independently for each season: 
Winter (XII-II), Spring (III-V), Summer (VI-VIII) and Autumn (IX-XI) 

◦ Then they are smoothed using a kernel density estimator with a 
Gaussian kernel 

 This modification complicates gof testing 

◦ Only p-values for individual regimes are reported 
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 Testing the goodness-of-fit for processes is not 
straightforward 

 We can  

◦ Test the marginal distributions using an EDF-type test, 
like the Kolmogorov-Smirnov (K-S) test  

 … but 

◦ The K-S test cannot be applied directly … 

◦ In the considered models neither the prices themselves 
nor their differences or returns are i.i.d. 
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 Data is split into 2 subsets (3 for the 3-regime model) 

◦ Spikes, i.e. prices with probability P(Rtt = 2) > 0.5  

 fS-distributed, e.g. lognormal or Pareto 

 Price drops, i.e. prices with probability P(Rtt = 3) > 0.5, fD-distributed 

◦ Residuals of the base regime,  
i.e. remaining prices  N(0,1) 

 

 

 Run the K-S test for the 
subsets and the sample 
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 Weighted empirical distribution function (edf)  
 

 

 with 

◦ An unbiased and consistent estimator of F(t) 

◦ The statistics             converges  
 

(weakly) to the Kolmogorov-Smirnov distribution 

 For γ1=0  Janczura & Weron (2012) 
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 If the parameters are estimated from the data, 
the p-values might be overestimated 

 Stephens (1978) proposed the `half-sample’ 
approach  

◦ Use half the data to estimate the parameters, but then 
the entire data set to conduct the test 

 Dependent on the choice of the `half sample’ 

 There is no way of increasing the accuracy 

 Ross (2002) advocates the use of Monte Carlo 
simulations 
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 Testing scheme: 

◦ Parameters are estimated for a sample of size n   

◦ Assuming that the sample is              -distributed,  
the EDF test statistics is calculated  d  

◦ Generate  an `            -distributed’ trajectory of size n 

 The parameter vector is estimated    

 d1 is calculated assuming that the sample  
is               -distributed 

◦ This is repeated as many times as required (500, 1000, …) 

◦ The p-value is obtained as the proportion of times  
that di ≥ d 
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 NEPOOL mean daily day-ahead spot prices 

 January 2, 2006 – January 2, 2011 (1827 observations) 

 MRS models for deseasonalized log-prices: 

 

◦ 2-regime 

 

 

◦ 3-regime 
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 2-regime model for NEPOOL log-prices 
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 3-regime model for NEPOOL log-prices 
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 The quest for the model is not over 

◦ Improve the timing of spikes 

 The devil is in deseasonalization 

◦ Preprocess data before fitting the seasonal 
components? 

◦ Use fundamental data to better fit long term 
seasonality? 
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