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What are we trying to predict?



Why do we need electricity price forecasts?

• Buy and charge the battery 

when the price is low

• Discharge the battery and sell

 when the price is high



How do we generate forecasts?

ARX NARX XGB Mitra

AutoRegression DummiesLoad, Wind Fuels



Day-ahead markets for electricity



Forecasts of prices for the next day

Forecasts for 24h of day d



Trading: Block contracts

2-hour blocks



3-hour blocks

Trading: Block contracts



12-hour blocks

Trading: Block contracts



Temporal hierarchies

24 hourly blocks

one 24-hour block (daily average) 60
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Temporal hierarchies

Top down



Temporal hierarchies
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Forecast reconciliation
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Forecast reconciliation
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Forecast reconciliation



Estimate base models for block h of day d 
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Step I: Compute base forecasts

training window

1092  previous days 

d-1d-1092



Base forecasts

ARX NARX XGB Mitra

AutoRegression DummiesLoad, Wind Fuels



NARX (Non-linear ARX model)

• 5 neurons in the hidden layer

• Hyperbolic tangent activation functions

• Early stopping with 10% validation set

• Weights estimated with Levenberg-

Marquadt in Matlab

• Final forecast is an average of 10 

independently trained networks



• Python XGBoost package

• Mean squared error loss function

• Optuna-based hyperparameter optimization 

• 10 independent runs once a year, separately for 

each hour/block 

• Final forecast is an average of 10 XGB decision 

trees with different hyperparameters 

XGB (eXtreme Gradient Boosting)



amazon.science/blog/mitra-mixed-synthetic-priors-for-enhancing-tabular-foundation-models

Mitra

• 12-layer transformer with 72 million parameters

• Pretrained on synthetic data

• Zero-shot forecasting with in-context learning



Estimate base models for block h of day d 
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Step I: Compute base forecasts

x60

Unreconciled forecasts



Minimum trace (MinT) reconciliation

Reconciled 

forecasts

Base 

forecasts

Summing 

matrix 

Error 

covariance 

matrix 

Summing matrix Athanasopoulos et al. (2017, EJOR) Wickramasuriya et al. (2019, JASA) 



Having estimated base models for block h of day d 
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Step II: Compute in-sample errors

Forecast error 

covariance 

matrix
Ledoit & Wolf

(2004, JPM)

shrinkage

d-1092

training window

1092  previous days 



Step III: Compute weights through MinT

Error covariance Estimated weights



Testing period

First training window

Data
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